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Introduction: QA Evaluation
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- QA model outputs are typically evaluated 

using lexical match metrics, such as 

Exact Match (EM) or F1

- These metrics compare the  model’s 

outputs with the provided answer set
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Challenges in QA Evaluation
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- Existing answer sets usually include only a 

single answer

- Answers can appear in different surface 

formats

(e.g., Donald Trump vs. Donald J. Trump)

Machine Intelligence Lab, Seoul National University
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Challenges in QA Evaluation
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- Recent studies utilize LLM itself as a QA

model, usually resulting in long-form 

answers with various surface formats

- Lexical match metrics are overly strict, 

leading to False Negative evaluations 

Machine Intelligence Lab, Seoul National University
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Challenges in QA Evaluation
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- LLM as a judge, directly prompting LLMs to 

evaluate outputs, has shown reliable 

performance

- However, it is expensive and suffers from 

poor interpretability, showing various biases 

Machine Intelligence Lab, Seoul National University
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Challenges in QA Evaluation
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Can we build a QA evaluation system 

that is cost-efficient and reliable?

Machine Intelligence Lab, Seoul National University



[Return of EM: Entity-driven Answer Set Expansion for QA Evaluation]

Motivation: Correlation Between Surface Formats and Entity Types
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- Entity types drive surface form variations

- For examples, [PERSON] entities may 

appear as abbreviations, last names, or full 

name 

(e.g. Donald John Trump → Trump → Donald J. Trump)

Machine Intelligence Lab, Seoul National University
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Motivation: Correlation Between Surface Formats and Entity Types
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- Entity types drive surface form variations

- For examples, [DATE] entities may differ in 

order (e.g., June 14 → 14 June) or 

abbreviation (e.g., June → Jun).

Machine Intelligence Lab, Seoul National University
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Method: Soft EM with Entity-Driven Answer Set Expansion
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- We categorize the surface format variation 

of each entity type

- Spacy’s NER is used to classify answer set  

into 19 categories (18 predefined by Spacy + 

an additional N/A category)

Machine Intelligence Lab, Seoul National University
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Method: Soft EM with Entity-Driven Answer Set Expansion
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Step 1: Entity-Driven Answer Set Expansion

- Manually create few-shot expanded 

answer set for each entity type

- Leverage InstructGPT (GPT-3.5-turbo-

instruct) with In-Context Learning (ICL) for 

expansion

Machine Intelligence Lab, Seoul National University
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Method: Soft EM with Entity-Driven Answer Set Expansion
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Step 2: Evaluation with Soft EM

- Evaluate QA model outputs using the 

expanded answer set

- Soft EM marks a candidate as correct if it 

includes any answer from the expanded set
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Research Questions
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RQ #1: Is our method effective compared to other answer set expansion 

approaches? (e.g. knowledge-base methods)

RQ #2: Is our method reliable compared to other QA evaluation metrics?
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Research Question #1

12 / 26Machine Intelligence Lab, Seoul National University

RQ #1: Is our method effective compared to other answer set expansion 

approaches? (e.g. knowledge-base methods)

RQ #2: Is our method reliable compared to other QA evaluation metrics?
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Experiment Setup
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Dataset

• 3,020 instances from Natural Questions (Kwiatkowski 2019)

• 1,938 instances from TriviaQA (Joshi et al., 2017)

• Responses from 5 QA models are evaluated – Fusion in Decoder (FiD), GPT 3.5, ChatGPT, GPT4, BingChat

• Human judgment annotation from EVOUNA (Wang et al., 2023) used as a reference

Evaluation

• Accuracy against human judgment
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Experiment Setup
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Baselines

Answer set expansion method using knowledge base

• Freebase: Expansion using  Freebase knowledge base (Bollacker et al., 2008)

• Wiki: Expansion using Wikipedia knowledge base

Answer set expansion method using InstructGPT (GPT-3.5-turbo-instruct)

• Inst-zero: Expansion with zero-shot example

• Inst-random: Expansion with random few-shot examples regardless of entity type

• Inst-entity (Ours): Expansion with entity type-driven few-shot examples
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Result 
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• Our method (Inst-Entity) demonstrates the 

highest reliability across 5 QA models 

and 2 datasets
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Result 
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• We separately report the accuracy based

on entity types (Numeric, Non-numeric, N/A)

• Our method (Inst-Entity) demonstrates the 

highest reliability regardless of entity 

types

• Our method (Inst-Entity) is especially 

effective in numeric entity type
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Research Questions

17 / 26Machine Intelligence Lab, Seoul National University

RQ #1: Is our method effective compared to other answer set expansion 

approaches? (e.g. knowledge-base methods) – Yes! 

RQ #2: Is our method reliable compared to other QA evaluation metrics?
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Research Question #2
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RQ #1: Is our method effective compared to other answer set expansion 

approaches? (e.g. knowledge-base methods) – Yes! 

RQ #2: Is our method reliable compared to other QA evaluation metrics?
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Experiment Setup

19 / 26Machine Intelligence Lab, Seoul National University

Dataset

• 3,020 instances from Natural Questions (Kwiatkowski 2019)

• 1,938 instances from TriviaQA (Joshi et al., 2017)

• Responses from 5 QA models are evaluated – Fusion in Decoder (FiD), GPT 3.5, ChatGPT, GPT4, BingChat

• Human judgment annotation from EVOUNA (Wang et al., 2023) used as a reference

Evaluation

• Accuracy against human judgment
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Experiment Setup

20 / 26Machine Intelligence Lab, Seoul National University

Baselines

Lexical Matching-based with original answer set 

• Hard Exact Match (Hard EM): Candidate is correct if it exactly matches the gold answer 

• Soft Exact Match (Soft EM): Candidate is correct if it contains the gold answer 

• F1: Measure the token overlap between the reference answer and prediction

Model-based

• BEM (Bulian et al., 2022): Pre-trained BERT model for answer equivalence

• Insteval: Directly prompt InstructGPT (GPT-3.5-turbo-instruct) to evaluate response



[Return of EM: Entity-driven Answer Set Expansion for QA Evaluation]

Result 
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• Our method (Inst-Entity) achieves the  

second-highest reliability across 5 QA 

models and 2 datasets

• Insteval (LLM-as-a-judge) demonstrates 

the highest reliability
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Result: Comparison Against Insteval
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• Insteval requires inference calls that scale linearly with the number of evaluation

• In contrast, our method requires only a single inference call for evaluation while 

maintaining comparative reliability
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Result: Comparison Against Insteval
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• Insteval suffers from poor interpretability, with 84% of its errors lacking understandable 

reasons

• In contrast, our method offers clearer justification for evaluation outcomes



[Return of EM: Entity-driven Answer Set Expansion for QA Evaluation]

Research Questions

24 / 26Machine Intelligence Lab, Seoul National University

RQ #1: Is our method effective compared to other answer set expansion 

approaches? (e.g. knowledge-base methods) – Yes! 

RQ #2: Is our method reliable compared to other QA evaluation metrics?

– Yes! Additionally, our method offers significant advantages in cost efficiency 

and interpretability
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Takeaways
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• Proposed to expand QA answer sets based on entity type and evaluate with Soft EM

• Achieved high correlation with human judgments, with benefits in cost and interpretability 

• Open-sourced the expanded answer set for the community

Machine Intelligence Lab, Seoul National University

Datasets                                            Paper                               Contact: drl123@snu.ac.kr 




	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27

